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I Introduction

This document is the final technical report for the Boeing Composite Routing program as part of the Naval

Battleforce Network (NBN) program, a subset of the ONR Knowledge Superiority and Assurance (KSA) Future

Na•al Capability (F.NC) program. Figure I-I summarizes the program schedule and recent program deliverables for
this contract.

May 03 Sep 03

Apr 02 Oct 02 ITP DP ID FDP FD.. _ _ yy ... Y Y .
4-- 101 11-po

Reqts. Simulation Implementation Integration/Test Expt./Demo.

Technology transition

ITP: Integration and Test Plan (not CDRI.) February 2003
DP: Draft Demonstration Plan (not CDRL) April 2003
ID: Interim Demonstration (not CDRI,) 15 May 2003
FDP: Final Demonstration Plan (CDRL) 30 July 2003

FD: Final Demonstration (CDRL) 18 September 2003

Figure 1 1. K1 recere program mtlkc.tnes for Boeing Composite Routing

I hiýs docuncntc upplements the three previous technical reporus an the software deliverable- submitted under this

contract 141
* Nasal Ha•li•rftce Networking Requirements Report.
* Prote o! , % aluation R p.3x in

I t rial Dremonstratiin Plan. and
* Routing Prot,,oil .burci (Code and Micumentation.

In parti,-ular. this dctcumcn; dcv.-nhcs the sftware implementation of a modified OSPFv2 151 routing. daerrion for

[.nu, d.h laloratorý teI~ng resuhlt oftlaicprotoype implementation. and the resu!ts of the final program

densnstration in San l)Dego on September I19, 2t03.

i he remainder of (his &,dumcnt ato organized as follow%
* S. tion 2 halt-, appliable referen, e documents:

S e.. t•,•n I *.ummari zes proprrnm delherahle%:
* S,.tion 4 pro.%dc, an (nervncw of the x,.ware implementation;

* .ctlon 5 denrhbes test aM n1asurr1cnt te .hniqucs, including performance mctrsc% and descripions (if

hardwarc and %oftware to be ured for validation testinp:

% Sei lion & hl5% %pel ific tests to whic+ the B14cinV implernentatiot was subjected.

• 1 m;anls. %ecti.n ' brirfl mentions platform integration issues, which will be discusseCd more fully in the

de.,monstor a4tin pla'a

% ..•r,,.:"'i, .,,4 'y)r' i o f 4 • 17- hoeimg onmparty



2 Applicable documents

I NavaJ Battleforce Networking Requirements Report," Boeing NBN CDRL-AO02, submitted to Jerry
Ferguson (SPAWARiONR), May 27. 2002

[2] "Protocol Evaluation Report," Boeing NBN CDRL-A004, submitted to Jerry Ferguson (SPAWAR'ONR).
October 31. 2002

131 "Tinal lkinonitration Plan," B&eing NBN CDRI.-AO05. submitted to Jerry Ferguson (SPAWAI-ONR). July
27. 2003.

141 "Routing Protocol Source Code and Documentation," Boeing NBN CDRL-AO06, submitted to Jerry
Ferguson. September 30, 2003.

-5] "OSPF Version 2," Intemet Enginecring Task Force (IlTF). Request fo Commets: 2321, April 1998.

16] Warner, C. et al., "Comcept of Operations (CONOPS) and Architecture for the Battleforce CoMpcIe
Netw3rk Project,- SPAWAR Sysitnms Center, August 30, 2002.

(7] Henderson. T. et al.. "A Wireless Interface] ype tor OSPF," Proceedings of EEE MIL-COM 200•
Conference. Boston. MA, October 2003
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3 Summary of program delverables

Table 3-1 lists the data items that have been delivered under this contract, including those that were not officially
a contractural dclivcrahle (CDRI.).

Date Item [ CDRL•. • 00R l _tuirements Report i A002

June 2002 ...... j-_ _ _ _

S"June 2002 - Protocol Simulation Plan N
une2ualNevOPN T Evaluation Re22rt No

31 Octeber 2002 IProtocol Evaluation Report- A004
February 2003 Draft Integration and Test Plan .....- No

April 2003 j Draft Demonstration Plan .... No

15_May 2003 interim Demonstration , No

31/May 2003 Interim D monstration Report _No
17 June 2003 .ntegration and Test Plan 1 No

17 June 2003 internet-l)aft specification of Wireless OSPF _No

17 June 2003 Internet-lMaftscification of DSCIP-based OSPF No

17 June 2003 lnteret.raft seification of l)SCP-bL&ed MOSPF No
27u�,I � 2003 Final Demonatration Plan A005

18 2003 Final ! Demonstration NO

26Stpi.,2003. Routine Protocol Source Code and Documentation A006

26.Set. 2003 .[raft) freal Tchnica! Report A
21 November 2003 Final Technical R07ort _00-

Yarioiu Presentation naterials_ _0
Variep•. . . ,•n•_. Ate _-

Table 3-I t ummIrv oNBc01iig 140npo Ife Routng dehsverable.¶

\,,\.ih,.r .' I N?(t(' Page' • f4X Thc ho~eing Company



4 Overview of implementation

41 Central

The OSPFv2 Internet routing protocol is cusently used in afloat Naval networks (the Automated Digital Network
System. or ADNS)_ I he OSPFv2 software developed for the NBN Composite Routing program contains the
following extensions not found in commercial implementations, as agreed upon at the 7 November 2002 program
review-

" Development of a wireless Interace type for OSPFv2. As detailed in Reference 2. OSPFv2 periiformns
poorly in a broadcast, wireless, single- or multi-hop environment. The Boeing software shall enable more
efficient operation (bandwidth utilization) over wireless networks without significantly reducing the
successful routing of packets.

"* Q0ality-of-Serviee-based routing through ISC?-based link netrics. The Composite Networking
program managed by Dr. Clifford Warner of the SPAWAR Systems Center is devvloping a Next-
Generation C2P that enables range extension over the Navy ADNS by using differentiated services
codepoinLs (DSCP) to mark traffic. In the current OSPFv2 networks, special handling of DSCP-markcd
packets can only he accomplished through static configuration of muter schedulers. By entabling DSCP-
based link metrics for OSPFv2, DSCP-specific mutes through the network can be constructed by the
routing protocol

1the implementation is based on modifications to the OSPFI2 reference inmpementation maintained by the
OSPI-i2 author. John Moy' The software, called ospfd, is an open-source software impiementation covered
under the GNU General Public License (GPL). it supports both unicast and multicast (M(OPF) protocol operation
[he software is written in C÷ - and can operate as a user-space process using standardized kernel APIs.

The hardware platforms used for the demonstrations were Intel-based rack mount systems, ATX-chassis
computers. and laptops, and ARM-based PDMs. all running Linux kernels in the 2.4 series. The computers used
[thernet serial (R422, and wireless LAN (802. !ib) interfaces. Routers had an SNMP agent visible from standard
SNMIP monitoring tools

4.2 Requirements

l he f, lhwing 'ubsections summartze the program requirement.' We have met all program requirements
regarding implementation, integratin, and tesutng. except those ot'viated by the selection ofOSPFv2 extensions as
the r,,uting protocol to be developed under this contract.

4.2.1 Implementation requirements

ihe tdlowing amplemertatip reAgujrepcnits are copied from I ll:

I-•:. I he mmpleaiacIaSton shall be based on linux 24 kernel

l-RZ the amplemcnataon shall be •ritten to operate as a user-space process. using tandardieed kernel
API,- w. much as possible

I-Rl [he implkcntation shall be wTinen in the ANSI standard C or C0 programming language.
compilable by the Gnu C compiler (gcc) version 2.96 or greater.

I-R-A The implementation shall be compatible with Fthernet (l OBawT and lO0flaseT) intetfaces

I-i S Ihe implementation shall be compatible with a scrial interface (RS422).

I-R, Itih implenmentatinn shall include an object that can be managed according to the Simple Network
Management Protocol ier'mcn ? (SNMPv?) Network Management Framework

I-R" The Implementation shall log errni, or unusual events to a system log file,

I-R I he c, intractor shall prepare a "User's Guiuet" for the implementation. including how to configure
and rNewte the imp ementaan.n Via 3command-line interface and text configuration file. as well as
or OfigtIura3llo f•r system sart up

% ',-n!er ?t 2(Yt Page 4 tif 41 te koteimng Company



l-R4 The somre code s"al be delivered on CD-ROM media.

1-RIO0. The source code shall be coded and documented according to contractor's best current practiccs.

4.2.2 System integration and testing requirements

Tefollowing system inte ra~gn ~Ic inffgi srmit are copied from [Ii

S-RI. The contractor sliall install the implementation into a standard I or 2 rack-unit server in:luding
I0,A OOBase1 and serial PCI interface cards.

S-R2. The contractor shall install the implementation into standard mid-tower, ATX-based chassis should an

insufficient number of rack-mountable seirvers be available for demonstration.

S-R3. The contractor shall test the correct operation of the serial and Ethernet interfaces.

S-R4 The implementation shall intemoperate with routers based on OSPFv2 routing protocol via route
summarization. (Note: This requirement has been overcome by the decision to develop OSPFv2
extensions rather than a separate protocol. Therefor, there is so requirement to interwork via route
summmrizahion; interworking occurs through normal OSPFv2 mechanisms.)

S-R5. The implementation shall interwork with available Linux traffic control software that supports prioritized
handling of traffic basied on quality-of-service markings in the packet header.

S%.R6 The implementation shall be, able to himultaneously ermexitit with C)SPFv2 mouting pr~cesses Operating on
other interfaces. (Note: This requirement has been overcome by the decision to Jewelop OSPFv2
eitensions rather than a separate protocol. Therefore, there bisno requirement to support multiple
routing processes- a single OSPFv2 routing process shall support all Interfares.)

'--R?. TIhe contractor shall develop a test-suite to test the corr ect operation of th impln tti. Ths test
suite shall include link impairments designed to test the operation of the routing protocol.

IS-RRi The contractor sý-all test the ability for a standard SNIs4PvZ-bawd element manager to manage the
implementation.

S-RQ IThe contractor shall define and conduct tests that ensure that the implementation is prepared for system-

level expeniment% and dernonstralons.

4.3 Software architecture

Running the u~ser-space routing daemon. cspf d, turns a Linux machine into an OSPF rcuter that communicates
Ait the kernel to manipulate routing tables and send andl receive packets with other OSP'i routers. The

imnplementation requires changes to allow for the new wireless interface type and for performing QOS-based
ioutii4g I igurc 4-1 depict% the flow of data fthough the applicatim, Numbers indicate points where the code ha.'

tvevn modified for the NHN Compos-ite Routing program to support D!WP-based mc-tnicq

I he Linux daemon interact% with the operating system k ernl in several wayq. The code for these standard Linux
%ystemn callk has been modulartied into a ..cparate library, to eaqe portability to other platforms.. For sending and
rceiv.ing CAPI` packets. the sentimnct ( . sendtro (I, sel ect (), recvt romn (). and rervTnisqJ () calls are

used %%ith raw IP sockets. "Netlink" sockets, handle the adding ond deleting of routes. in the kernel routing table and

rcexiving interlace information Imhe s igria1 I ( . s igaddset (I. and set- i r.irer t) kernel signaling f'unctions

manuec timing csents and shutdownr Logging is performed with the sis I og () facility. Thle routing daemon i%

co.nfigured with a platintext configuration file / ercc./ spf d. onrt; this file is parsed on startup using, a'I~ Iscript

4.3.1 Changes to support DS( P-enabled routing

I ere i- a brief oven-iew of the modifications highlighted in Figure 4-I1 We modified the configuration script (1)
so thmt. within the configuratinn file. VS( P type metrics. can he specified for each interface. The representation of

the OSJ'1 interfasce has. an a..icxialed metric. which ha% been enlarged (21 to an array of metric.,. one for each

po'sriteI)%LAP codepoint When I SA, arc originated by an interface t1p, the appropriate DSCP link mnetric,. arc

included whek.n available E-ach link (between two router%.) is represented by a link object ii. the OSPI- link-state

dil;dhis. we m(slified thi% d"a structure so that the coms of a link i% an array that can store any type of cost indexed

b, 1)SCP c~dcptint (4) When incn.iting I SAs are parsed f 5). the DSCP metric% are stored in the link oject. The

*%'..'Icrnhr Z1. 2ool Page 't (it 49 lhe PA~iny ( ompany



routing calculation (6) is repeated for every DSCP type that has been encour* sed in the lin-state database. Routes
are stored in a routing table (7) based on their DSCP type. When calculating a route to a destination for a specific

DSCP codepoint, and an end-to-end path using only DSCP-cnabled metrics for that codepoint does not exist, a path
will be constructed, if possible, based on all avaiiable type 0 (normal) links and metrics. Finally, untc&,a routes

added to or deleted from the kernel (8) now carry a DSCP codepoint, and the kertl checks for a route based on the

DlWP codepoint, selecting the type 0 route if no DSCP route is available.

Multicast routir.g in the Lanux kernel is implemented via a multicast cache which presently does not suppor

DSCP values in the same way as the unicast routing. However, -we can sill z.x'-m |ish multicast routing based on
DSCP codepuntrs without kernel mcidificaticm, if we asumre that all traffic to a particular multicast gmoup carries

the same DSCP codepoint. This is accomiplished without kernel modification by having the MOSPE process

examine the data packet for a DSCP codepomnt and by then using the DSCP routing information. if available lThc

resultant mulhicast route installed in the kernel will he used by every multicast packet to that group, regardless of its
nMCP c(dcpoint

1W.t .

"?n 1 1k

- ins

figure 4 1 sqjwar arrt a •hraure for OSPFv.' daemon withD SCP modificatian

Hr I uiux kcniel can irtake ,unting dcivsums ba&ed on the second octet of the IP header. In standard Linux

kernel•, this field is treated as the TOS value (defined by KFC 1349), whsch mean that only three bits are used.

all,•wang only eight possible valtws 4t differentiate routesw We use £ patch for the kernel so this field is treated as a

DI('4P i-tdc'depct (defined by RI C 247•). allowing full six bus, or 64 possible DSCP values. The patch work% by

redctinimnt the mask that is applicd to the sccond octet when the value is extracted from the IP header-.

43.2 Implementatlon rhange to support wirnles interface type

We m(Aified the configuration script t 1) so that within the configuration file. wireless 0SFF interface parameters

LOuld be tperified. such as the wAireles hello interval and flotoding interval (1.St intervall. it (2). a new interface

*as adkd fi wireless (OSPI. The initeracc s a hybfid verwsin ofthe broadcast and pont-to-multftrpnt interfaces.

I hr need for adjacenctes (1) 1% eliminated because we are using unreliable flooding, r41 database synchmonazation is

o,, lengr- prerfti'red Additional tuners 14t have been added for the wireless hello interval SI interval, and

% s ,• h .; :I ? K ip-l , 6 o f 4 1tn s w w ai t-m ( m piny



various assiociated expiration times art monitored, The origination of new LSKs (5) has beeun changed to occur oin a

periodic basis corresponding to the LSF interval as opposed to a reactive approach to link failure. J be sending and
flooiding (6) of LSAs has beens modified to enable the sending of wireless hellos and L.SFs. In addition, the

Multipoint Relay (MPRi algorithm is used to optimize the flooding of packets. Code to receive (7) the new packet

types has been added. The use of database description, LSUs. LSAcks, and LSRs (8) has been eliminated on the

wireless interface. Hello packets (9) are replaced with the wireless hello packet that contains a list of MPR,,.

%M1 P~~ Do

CANIP~ is AVL
*.dVUMOF4os

iA mW E -

T~.., R~

Koeg~n .....

TES

Seww

Figure 4-?2 Sofrw~tic archIiteicture 16r O.SPVQ dae'mon with wirelev% modzifi at ions

In s~htonto heexisling event log~ing that takes place when the daemon is run, the fo~llowing items are rie~v

recodedto he ogtilc (var'log ospfd loifl

lgmesagi: that %a%. "Rccea~cd Pkt typ 6" is now "Received Wtiviev% [ello".

nAg es.age that wa% "Received Pkt type 7" is tnow "Received Link State Flood*.

0 khnthere ii a link failure on the WANI( Interface's sicnalI lane

I %hnthere 1,4 an IWSPY statu, change due to a bad %ig~l-t~ otimw ratio (optional feature).

0 When neighbors. are adder! to or deleted trom the IWSPY monitioring list (optional fca'ure).

40 If a I)SCP MOSPF calculation fail%. and uses the D)S( P 0 multicas.t tree inteadd

"* It %c substitute: l)SCI 0 mctriý (fu kl.'a,) router.

"* When A new network LSA is received on a wireles's interface that obsoletcs an e~istinr one.

"* V, hen a new4 delfault route is aidded or deleted for A wireless stub Area.

"* When the MOPIF cache is. cleared, to better urderstand when multaCast OCach etre% are absent.

"* WtKII1 4 fajiuLt.et routing CakCulation as requested (40r Aui InVdlad nautaydtk: 'A)ui4.

So vmcntcr page 2i(i7P ot 4X itclb4 tung t( ompflflv



* After eamh dIjkstra calculation, the number of dkfstra calculations that have occurred since the daemon

was started. (This statistic is incremented once for each recakulation. not once per DSCP dpjkstra run.)

An option may be turned on at compile-time to generate a second log file (/vardlogsospfdlog2). This additional

log file is helpful for keeping track of changes to the wireless network. The following items are logged when a

wireless interface type i-. defined:

* The lit of one-hop neighbors, and the corresponding two-hop neighbors that can be reached through

them,

* The list of neighbors this aode has selected as MPPs (MPR list).

* The list (if neighbors selecting this node as MPR (MPR selector listi.

* WhrI an LSI is being forwarded.

4.4 Per5lormce 1atiriii criteria

thc OSPFv2 software was evaluated on the basis of Irqpcnbtjblty,+ y, ; e;tqctss and promance With respect

to Interoperability. the Linux-based OSPrw2 routers were connected to a network containing up to three ( isco

routers urn•ing OSPFv2. and tests were performed demonstrating the moldified OSP'vZ software sucessfully

interoperatng with the Cuico software hit correctness of she implementation was tested by configurirg the tcstbed

kt exercise certain parts of the c(oLe and by observing the reulting routing tables and packet traces from

experimentu he software was also tested flu performance by specitfically contrasting the operation of OSPFv2

legacy software with the operation of the Boeitr extenrs•nt. using s.lected network configurations Traffic

generation and post processing of trffic trceS was used to cstablish performance metrics, including the following

key metnrc,

I) OSP-v 0 overhead consumed (mcerurrd at IP layer):

iit Parket dcehvcv ratio for user data traffic, and

nil) (Ctinegence time of routing uhtles

4.5 tquipmeatnlltware to be aod

In uddittien to the L|+ux based routem, otur testng used the equipment and software listed below

4.5.1 Reutem

('i 3M .r3es: t he Citco 3601) scr'es routcr is a modu!ar. multiservice ucceqs platform ftir medium and

lati ccs sid ,ffwces and smaller Imernet Service Providers Specifically, our laboratory testing uwed Cisco 3640s

equipped with IOS verion 12 2-4

(iwe M t1R sertes: Our denmiotration ucd ( tisco Mobile Access Rouweri (IMAR). a special PC-I(0) ftrm factor

router capatble of RIP% 2 and SP1 vs! routing

)I.Ik routlig softwnrt: We have mtdified the 01SR routing ioftwarc distributed by Joe Macker (NRTI for

operation with asoizitvd stUt suboe't We uscd this software tc. compar its pverfi'rwnee akgainu that ,of tr
m,,di'cd 0511~ 2. nimplcnwnituh+on

4.51 Interface cards

Nt .t router. wcrk equippcd with P(1'ba's d o, In() lUthrnct card-., tvpically Intel thern xprev. Pro In addition.

we tceted aith 1402 11 b cards suh a, t ri•toco (nild cards and acccsm points, and we used dth W-inic 52! serial card

it en.ure %trial tnter•ace compatibility

4.4.3 Data chanesl l simulators

% v uscd the toilowlig crhannel simulatorts and rmulators

Mobile.m: M1"bil-nu i•s a tool for em0lafing mobile 4d h6% netwtotk enironmelnt with a fixed noetork-of t insu

mavhinm-. (kernel 2 4 and above) in a I ab settiny It can support virtually any mobility scenaro (tuch as ns2
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toeniarimic without actually moving the nodes. physically. It ii good for MANEI- (mobile ad-hoc network) research
that requires testing a real implementation or application with different mobility patterns.

Aditech ~SX/I3: t1he SX Data Link Simulator creates the same delay and error characteristics caused by long
distancc tcrrestrial and satellite data links. With dual-channel. full-duplex opcration, the simulator provides hi
directional testing wtnth programmable delays, random bit error-. and burnt error-s. Multiple delay and error event.* can
be programmed to simulaite a wide variety of chronic and periodic conditions or events such. as peak traff ic times
and equipmnenrt overloads. In our testing, the Adtech SX 13 will be used to as channel simulators for thewsriai
interlace.,

4.5. 4 Traffic generation and measurement

Chariot: Chanot is a commercial tool that emulates network users by sending traffic over the network. It
emiulates; multiple data types and rates using diffe ient protocols. and measures pcirforrnancc bctween pairs of
rictwirlk& comnputers. All computers included in tests have NetlQ Performance software installed. Chariot use,;
real data to cmulatc and test differcrnt applications through aie nctwork-, and to monitor from its console all traffic
between enidpoints We used Chariot at our interim demonstration in May. 2003.

M(GEN/DREC: I he Multi-Generator (MG[:N) is open source software by fte Naval Rcsearch Laboratory,
jNRIi.. M;F.N pro% ides the ability to perform IP network perfoirmance tests and measurements using UTV PP
trattic (I 1(P is cur-rently being developed) 'I he toolset generates real-time trattic patterns so that the network can be
loaded in a vanet-vof w.,ts. The generated traffic can also be received and loggted for analyss. Script files are used
to drive the generated loading pattems over the course of time. Thlese scnpt files can be used to emulate the traffic
patternsq if unicast and or multicast UTDP1P applications. The receive portion of this tool set can be scripted to
di,arniucdllv -oin -mod lc4'. [ P muliica~st gtoups, MOGEN log ddta can bu used to" lLulate performance statistics on
throug~hput. packet loss rate-.-, communication delay, and more.

Ilcpdump: ' xicpump is a pac ket-capturing utaility for Unix -based machines- It allows a user to view the live
nietw~ork traffic passing on the wire by'tbrough the user's host. It displays output on a console or can wntc binary
filcs into a standard format fo- post-processing.

Ethereal: Ethereal is a free net-work protocol analyzer for Unix and Windows-, which p oides a nice graph'ical
user interface for tcpdunip Ethecreal has several powerful features. including a rich displa ~lfi'lter language and the
-ibilit,- to vifw the rveon'-tnicied strciam ot~a lP session We plan to write extensions to F-bereal to support ibe
t)SPI'v2 protocol exstensions we are developing..

( ustom logging script%: Part of our testfing required logging of information regarding routing table updates and
packt~tdeliver', 'Xc dvctelopt-d cuitornized ssenpts on an as-needed basis to suppori our data collection and analvsi'..

4.5.5 Nctsork management Noftwrare

%Cott%: 111e o-pCr1--;.rce s.-c'r ty tool pro,.idc.s a GUI-hascd capability to monitor SNM'NP agents on resident
de-, icc'

Net-SNMP agent: W, installed the opet source net*-SNMP agcnt on the router%.

4.5.( QoS sottmsare

!he ! inur adv..nced rOU'ing and traffic contrel ([AR IC) frarrne-xork- provides a number of built-in tools to
mitiatec traffic lI` r Qo.S mniuagerment. In our tests and demonstrations. we combined the DSCP-bascd routing
exte-nsiokws .%ith D)S( P-enabled pr.onry queue scheduling

4.5.7 SoftwAare verification

lnsure'-: ln~ure, , is a comrmer itali%-availahle rnm-time C code analyZer that is designed to examine code for
ITriariv classs of iriplemncntitaion errors not. commonly found by compilers, including memory access violation,;.
mc- mor% leaks. pc inter errors, data type errors. aiid library errors
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5 W•reless OSPFv2 testing

Our tuo matiobjectwves in wirelests OSPFv2 testing were to (i) validate that the basic operation of the protocol,

within a single MANET uhbnet, was similar to that observed in simulation, and (ii) test the implementation for

correctness in a variety of network configurations

5.1 OSPFV2 router configuration

F-igure 5- illustrates a representative O(SPFv2 configuration file. Unless otherwise specitefied, the values shown in

Fitgtire '- I were uxted in the tests described below

. . IC .0.0.2 ! Variable e

.... p : Enables MOSPF
osCp rout ing /* Enables DS;CF-based routing
*ot. i ei Extert of log messages found in

/var/log/ospfd.log '/

i

a:ea tO.0.C.0 * classify the follow interfaces in area
n.7tertare iG.OAJ.2 I i assign interface ard metric

WC-'i f 1 set the interface type as wosp! .I
#StubWireless j- optimize interface by setting as a stub '/
''Sf !3fAurhTypn! 2

-3 shareiecret /" *set up the ise of authentication
* w:th mdrs-ar

,sp~flM.'EicIntervti 2 /I set the hello interval to 2 seconds SI

,spffL~sfr:erv•al 2 /' set the LSF interval to 2 seconds

71p? t f1 6/ set the MPP Selector expiration intervali
,fI fpr rweacr:nitcrva!1 6 ' set the neighb-;r dead interval

qr. .i,•t~tyitervnl U] ;' set the igmp query interval for faster
* zrtr cast routing

.:;:erra-e eth? . ; assign broadcast interface and metric */

Figure 5 1 Ik tault router config-uraion finr wirclesn OSPF

5.2 Basic MAN" testing

I hiiý test ti a lundamnntal test of hbos the wireless OSPFC2 interface performs in comparison to an OLSR

implemcntation and a legacy Point .to-Multipint (PPIMP) OSPF implementation. In addition, we wrote scripts thai

allwe ed us to exactly replicate the wkircless; emulation environment in simulation. and compared our wireless

()SPI % 2 implementation with our ,imulation models that were used in 171

I his tctinv consisted of N routers with I thernet interfaces connected to the mobile network emulator as shown in
1-iure 5 2-1

Linus router 2
SrLinut router

Linusi router I

¶ fMobile
I network

"k emulator

F igur, 5.2 / Bat -c AML4T Routing Teatbed

Test procedures: The symthetic network emulator gSNE) was configured with three scripts of increasing

mobilitv 'Ili mobilit-, area was 50Om x 50Ore and the simulation ran fix 30 minutes. The radio range was 240m in

the i node case and 2ti0m in the 16 node cast 'I he max speed and max pause time for the high. medium. and low

,cenarios -ere ItOitn s and Is. 25mis and 4s, and 6.25mis and 16s respectively. The Linux routers were first
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-onfigurcd in poin,-to1-niultiPosin mode, and baseline tests werc run. Next, OLSR was installed on all routers. and
identical tests were conducted. Finally, the Linux routers were reconfigured in wireless OSPF interface mode and
the tests were repeated again. The routing daemons were started asynchronously over an initial 30 miinute startup
period in order to avoid bursts of overhead when timers, fire per-iodically. The hello, [SF, anid TC intervals were
each set to 2 seconds unless oth erwise specified below, and the dead intervals were set to three or four times the
hello) interval. Each noide sent a 16 byte LJDP packet to every other node on 5 second intervals so statistics could be
calculated on the packet delive-ry ratio

Measurements and data processing: We ran tcpdump on each router and saved the results to a log file. I he
jogfile contained the LiP traffic sent and received in addition to the overhead generated by 0SPI:. We then pos't-
processed the data to extract utilizalitin anid delivery ratio statistic%. Network routing tables were periodically
dumped and "oslprocr'ssed. and compared against thc network emulation seciw iio.
5 2.1 implementation result%

I he results bielow (Figures 5 2-2 through 5.2-5) give the overhecad and delivery ratio for 8 node- and then 16t
nodus. In the 4i node case, standard OSPF PTMP is in a range whtere it funcitions as good or better than 01.SR and
WOSPFr- The S node scenarito doe% not portray the adverse affects of large amounts of overhead. Howsever. when
the 8 node scenarin is taken in context with the 16 node sccnario it is evident that PTMP OSPF cannot be scaled
much oser 16 node%. In addition, it is -seen that the overhead produced by- PTMP is significantly impacted by the
degree of mobility because routing is triggered by link changcs. The overhead produced bv C)LSR and WOSPF is
notl significantly impacted by mohility becauise routing is triggered by periodic timers. However, the overhead is
directIN aiffected b) the timiet uitervals. For less mobile scenanos. timer intervals can be significantly extended
aboie the 2 second intervai tested here without significantl y compromising routing protocol performance

01,SR yiclds good ie..ult,. in thic 8 and 16 node scenarios. I he overhead is at a mninimda level while the delivery
ratio is comparahle to (iSPF P1I MP. This result is io bc expected hecause 01-SR is optimized for the basic MANFI
netwirk. It is s;een that WOSPI: scalts much better with respect to overhead than PTNIP. Ibis scalirg property is
the main advantage in using a wirveleýs~ interface.

W S!generate; approKIMUtelV 2 or 3 times more overhead than 01 SR. The increase in overhead is bec.ausc
CISPI- is a full link state protocol, with each node originating an [SA. In contrast. (A.SR only generates TC
mes%.ves frem thos( router-, who are M]"Rs. Thi,ý ca~w% WOST'F to have a slightly higher delivery ratio, but it
grericatcs mresr coerhead sip %40l connected networks. WtiSPI does not adopt the O[SR TC message mechanism
becatow it re-.rvsenti more of a departure from how oSPr implements i,.- datahasws. thereby affectinr compatibility
with ieiacs (SPý routers

18 ~
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-12

10
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5.2.2 Simulation comparison results

We next ported our wirele.is network emulation scnps to the QuatNet simulator, so that we could reproduce the
sxact netwo(-rk bchaviir in simulatio~n T hr; exercise allowed us to validate our simulat ion models. Figures 5.2-6

throuch S 2- 11 sihLw the close match between simulation and implementation resulis shown in the previous graph.
111.-. close match gives us coinfidcncc that our simulation can be faithfilly scaled upw4ards in the number of nodes

Altho u-h the compsaris;on in re-ults is very close, in all three protocols, the delivery ratio is, on average, slightly
lo.~cr fisr tfw inipl-icrnctation In addition. forthei cight nodc case, the overhead is lowver for implementation %hen at
dihchighest m~sbiliry I his. is probhably due io sl ighti differences in the QualNet -nd implementation mobility script s.

flk rt:-iuIt:, foaind insi.niulatiori for the P IMP OSPF compare very closcly with thost! found in simulation. Ilhere

is a ni~nor discrepancy in delivery ratio. but this could he due to minor variations in the mobility scenaricis

()LNR di-,) y ield' -oiilfar res.ults, in simulation and implementation. I hereas sme diflerence inthe overhead that
is i'atisedt I'N dissimilar 01 SR wvrsinns The implementation is vers;ion I while the QualNet protocol is verstoion
I he picke, fields were modified, making version 7 more overhead inltensive.

I he compaiirion of irrplementation and QuaiNct is very similar forWOPI
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/-sir 2 A ( 'mpwijj~tn orfth ov~erheadi g'elera tedby the implementation and Quafl~e? in a 16 node network.

I -4-* OLSR-OuatNet
-4*- PTMP-OuaiNet

0.95-4-o-WOSPF-Clualnet

0.9 -*-OLSR-tmplement
--- PTMP-Implement

S0.85 -- WOSPIF-Im pigment

cc 08

0 0.75

o 07

o 65

06

0.55
NONE LOW MED HIGH

mobility

4 ~, 2 9 m'r'r fg~dh'~ratio obuainid bi the Implementation and Qua/Net in a 16 node network

I trnm ths resuilts shown in I igurcs 5 2-5 to, 5 2-9, it is observed mobility has little impact on the ovecrhead
Produced hv WOSIPl- but mohilitq hiphly cffect% the civerhead produced by PIMP with 2 second timers. I he
remilts 4own in Figure% 1 2-10 to S 2-11 %how the %in ilAr tests but wich -dowermobility and 10%second timers TIhe
mohility classified as "I OWA," in the previous figure, was ceinsdercd a% 111GIV mobility in the next two figures.,

and I *t ' ~WAnd "Nil 1)11 'M mobility rates were resaled accordingly.

In thcwA resu~lt we aftair, oh'.cnrc thiat WtIPI is. more resistant to overhead swamping due to mobiility than

P1IMP When th~e network is hiyhhv mobile (approximately a 70% delivery ratio), the overrbead of ospr PI MP is 4

l-" timtes 1'revitr thain W OiPI Anothrr inierestin)' observat ion ik;that there is more overhead with the 10 second

time4r -0 *'F1(i- .H" m1 hilltv (SOMV as 1*1 (Ak- mahility with ? second timer) than the 2 second timer at-I.)W"
mokilit, avail,i these mobilaiti rate-s are the %ante The res.ults indicate that extra hello traffic in PTMP can help
de:1i% thte %%%nimpln)' tit a twtAork hevause links are changing faster than routers can synchroni/e.
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With tnfersi API an it) sea 'id intervial

t he aimount of overhead generated by PIMP in 4 and 16 nolde netwkorks i% nianagcsbkc in 902.11 nctworks
runn ing at I IlMbp-. I loweser. the aboive results show the trend that P %IMP doe% noit scale writ with respect to the
number ofr u-uterN i a nct-Aork, 11w following, reoults I simulation ont>) sthow hioi PI MP ~elswith respect tos

WE '.P fort betwrer ), and 36 nodr.,

All pre% tous results wvere obtained for compart--on validating simulation with amplementatton. so khu-emt was
ttsed itt the link laver fther w-irelrss network emuliator it actually an I- dhernn hndpe which --ectecvely enables and
du-..d'lc' rvccption of' NI AC addresses, but the underlying (S NA'(ID hMAU propierie!s are in effect). Use ofan
I thcrnct tink Ia~er uuplies that the colltision were veryv minimal and the transmnk'own tRIme wa% low. In the
IIollvnsinj' results. the, MAC layer used was X02,1 lb wibh RT'S,( ES enathiedii Each router has a radio ranrge 4250
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meters. I hc mobility of cach node was set to move to a random location between 0 and 10mts and then pause for
40s before moving again.

The data below comes in two forms for PTMP and WOSPF. One line (solid shapes) shows the results when the
node density is scaled, I his means the simulation area remains the same and the number of nodes increases. J he
,'cond line (hollow shapesi shows a static node density. The simulation is scaled with respect to the number of

nodes according to d = where N - number of nodes All results for scaled node density were run in a

506m by 560m area. the static node density scenarios were run with a node density of 15.625 m2/node
(corresponding to 16 nodes in a 500mr x 500(n grid).

1-igure, S.2-12 and 5.2-13 show that WOSPF scales much better than PTMP as the number of nodes increases.
Also. we sec that PI MP scales better when the network is less dense. When the node density is kept static (the
simulation area is scaled) as the number of nodes increases, the overhead is almost half as much at 36 nodes as when
the node density is scaled (simulation area is kept static). 'is is because there are fewer adjacencies to be
maintained in a sparse network.

I he opposite is true ior WOSPI-, however, it L5 difficult to see the ditlerence with the figure scale. Here the
overhead increases when the network is sparse because almost every node must be an MPR So. optimized flooding
becomes classic broadcast flooding When a network is dense mnost traffic is flooded only once.

"I he delivery ratio, shown in Figure 5:2.13. with scaled node density stays about the same because the number of
hops to reach a node stays about the same. in the static node density scenario, the number of hops consistently
n,:reases as the simulatioin area incre.,ases The increase in area leads to the possibility of more partitioned nodes or

bad routes. "hc PTMI delivery ratio approaches zero after the overhead reaches a po it of swamping the network.
Here we %"e a key problem with PTMPs method of exechanging routing information.

1800
I60 --0-- PTM-scaled node density

-0-- WOSPF-scated node density

1400 --a.- PTMP-static node density

SWOSPF-static node density

1200

;*1000
. 800

400

200'

8 12 16 20 24 28 32 36
number of nodes

fl,,.: w 5 -!2 O erhea.o uhtard in Qua/.it i when .• ahn, the numher of rogtiers in the network. with timer. 5vt on
I0 w., ond inter. a!h
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53 Other wireless OSPFs? tests

I helsis v~ Jeswrihbed in Setuom 5.2 were used to characerizen perlhrmancee flic following set of tests wa55
pertfimed to validate the correct operatton of the implementation.

iest amine: lletrrvirtvuls _Xwi~ S~ge AreLa

Objecties: (Confirm the operation of edge (router with more than one interface with one being wireless) routen-.
"the corrvct haindling of heterogeneous links, and routing in a multi-path eniromnent mta single OSPFQ2 amra

F1uipment used: A' shown in fEgure 5.3-1, 14 routers with Ethernet interfaces ae connected to the mobile
nevt'Ark cnulator, and two of thcse routers are further connected to roiters A and B respectively using a crom' tyvr
t theriet cable Routers A and H are tni-trconn-cted by in thcnrct cable that is bandwidth limited by I .nux Iraftic
Con.nt, 4 i-. 1 wo end users f surcc and vink) generate UO)P traffic and are attached to routers A and B.

- Bandwidth Limited to 56kbps

LLlrtc• erm A Linuxx a-• U OP So.•ce

Netaor
Einuatoi

Emulaltor

Fixur., 5 1 i Jeicrrngcrawa Nuinur&

le•t procedures l inux I C tratfic conrirl limits the data rate between routeir A and 8 to ¶6kbps UDP traffic
was scnt from sink to source at 12fkps (OPFv was used on each router using the wireless interfaces on the
molrle network ' he lIw bandwidth link was assigned a link metric of 100 and all other links a cost of I.

N.-smbhrr :i. 2i"11 Ptgc I 1X if41 f-he w'meng ompany



Ihree test% were run and the delivery ratio was calculated. The first test consisted of partitioning routers I and 14,
so all traffic was forced over the low bandwidth link. Second, the low bandwidth link was brought down and a
multi-h,,p path was created on the wireless network. Third, die network emulator was given a mobility script where
node I and 14 would be partitioned at times and low bandwidth was in the up state.

Measurements- data processing, and outcome: The edge routers appropriately handled the inclusion of point-
to-point links. OSPI.v2 directed most traffic through the high bandwidth mobile network when it was available.
1-hgure 5.3-2 illustrates the user data packer delivery ratios. In test 1, the low bandwidth link could only handle half
of the load, so the delivery ratio was 40% In test 2, the delivery ratio was ! K1"/,,hcausC OSPF was able to route
through the wireless network, which was only partially loaded. A protocol such as OLSR that cannot assign link
metrics, directs traffic through the low bandwidth point-to-point because it is the shortest path. This would lead to
the delivery ratio found in test I. Finally in test 3, the delivery ratio was 82%. Traffic went over the wireless
network unless there was a network partition. Packets were either dropped due to re-routing time or queue drops
over the low bandwidth link

90%. .

80%0 ... ..

70%

20%

D0%
Ratio

0%

S2 3

Ted Number

Sigurn, 5.3 2 rfli, er) Ratins for the three Ife•r.."- .'aous ,Ver.'work tests

Test name: Multi-area operation using WirtelessSPI:v2

Objectives: (Ctnfirm that wireless OSPFQ2 network can operate in mL2tt-area environment, and that I inux and
(i.k ,4 route.rs are interoperable.

L.quipment used: Sixteen I inux routers with Ithernet interfaces were connected to the network Cemlator. three
(;'s,o rutc,, %e;'. L;onncctcd .m .stcits with dic emulated routers a% slowa in I igure 5.3-3. and two end users werc
used as data sources and sinks Lach of the L.iumm routers were configured with the wsireless (•.ISP interfa-e type on
the emulator Ro.nters I and 10 wcrc additionally configured with broadcast interfaces. All Linux routers intertaces
scre sCt ito Area I
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Figure 5 3-3 Mulru-atea operahtion with wireless nenotirk]

Test procedures: Routing tables and LSA databases were checked to see it routing was being done correctly
I raffic wa, sent from source to sink The Mobility emulator was run flor a random mobility -cript to see ilfrrouting

was dchoc cvrrcc fix -

Measurements, data procmsin%, avnd outcome:

Wielves tSPF was shown to work properly in a multi-area enviroment, and it intemperated with Cisco routers,

All routing tables and I.SA database were correct, Traffic was nuccessfully routed from iwnce to sink and rerouted
wlhen the wirelcs, netwc'rk chantged

lest smae: Stub 1 SF with multi-area and multi-AStAutitorwnous System)

Objectiiss: Shotw that wireless osPr can be uscd in a multi-AS network, and that winle OSPF can he used in
a %tub airele.s format that reduces routing overhead

Equipment mind: Same as in the multi area te%t without the I IT)P source (Figure 5.3-4).

I IF XStub Wireless dN
E~mitr ('te ~ Area 0

-. --,- -,,A'S I-RIP,

-- Area I
As O-OSPF ...

F ibg r 0-OSI Al isles-As ojpc -ratnurn jib wzrdest network

test procedures: I he network is setup the .amv asi the preitouw test Area I, whtch me wireles newtw,'ik. and
Ares 0. consisting of two of the (isco routers. compfnls Aulomnmous System 0. Area 2 on dth Ci.co rultr Is

hbroght dwn and replaced with the RIP routing protocol. to form aruther AS. Autornotius Sy-stm I tSp! i•

redimstruted mito RIP, and RIP i redmstnbaied into OSPIf on the middle router, which w'est as an Auttomous

ISystem Boýrder Rouser (ASl•I) The ed; I Linu router possersing josh A witeles and w•ird interface is c.,figured
A% the detault router tor the w irelet, network by wnting the 'StuhW irelessC parameter.

I tic test consisted of monit' nog the I SA dasa'iawcs amid routing tables in the routters (f -Ctiffretiwss In astubv
wirelt s' network. only I S t.foron routers. in the wireles-s skhould be present in the 1.54databases Ilotwtwavset to

\'crnter 2. O
1
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ping Linux router I while the wireless network was in motion. The stub wireless network was checked for a default
route to the outside, and the Cisco were checked for routes to nodes in the wireless network.

Measurements, data processing, and outcome:

Operation in a mufti-AS network was successful. AS External LSAf. were gcnerated by the Cisco bordering the
autonomouts systems and the LSA were disseminate-i. Routers in the stub wireless network were succesful in
reducing overheat yet still maintaining connectivity to the outside by creating default routes to router I. Each of
the wireless routers, except router 16, contained only ISAs from within the wireless network so overhead was
reduced All routing tablles were checked and were correct 1 he ping set from Host was successfully sent.
received. and rerouted when necessary.

"lIto name:, Multiple interfaces (t.wo_ wired.two wirelesi)

Objectives: Show that a Linux router running ospfd can run multiple wireless and wired interfaces on the same
router.

Equipment used: Si'.;en I omu, ro.uic,% arc Lonnettcd U,, tie network emulator. Two of the Linux routers arc
a, con an ta2 !! wirele's net,,,ork. Additio-.nhy. there are point-ti-poiot link', as shown in Figure 53-5.

E7773-
Lwiix foijefI

Ncei it

Linux "Oft 16
/F ve .. 4.%5. ft id rtoufer ' Ith r'I) w•rele.is tnte'ýacev and two wired interfacev

lest procedures: Check that Linux router 2 has the right information in its LSA database and that LSAs are
di-trltbuted c ofrctly In addition, the point-to-point wired links were brought up and down and a network emelator
mohbiht.t -. npt was run. J he routingt table was checked as links %ere ',aned for cofrrectness,.

Measurements, data processing, and outcome:
(.uroe.•.i opeiaiif'n %% %crified for I i us routlr 2. All I SAs were generated anid distributed correctly As links

were hrou•,ht up and down, rerouting funcioned properly

I ust mane: 4 A opaque dissemination

Objecti,.s: Show that ospfd with when running a wireless interface is able to diiseminate opaque [LSAs.

Luipment used: Sixtee.n l.inulx r•oulcrs Otn the nclork emulator and two additional routers connected by
.thernet as shown i In• i.ure 5 l-h Iebra routing soft'are version 0 43h is installed and configured tin one (f the

Linux routers (shownin F•gure 5 3-m)
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___j a a a•L ~ ~ ha inK2v rtw1

tartx router Umtt nux Zebra

roe

Figureu 5 L-6 0t,•tue oSA diisemination

Test procedures: The Zebra OSPl- daremin -.' configured to supl-,n MPIS-TF. Traffi Enginerng extensio,.i,
wfi,ih are dis.imnated via Type- 10 Opaque L.SAs. Lach of thc routers I SA datahase., will be chezked to ventif
that the typec 10 LSA is present,

Mea~urenents, data piriesing, and outcomte: [h t-mtino ye | c[S•v•••e'f

through(Ait the entire wireless. netwu~rk.

5•.4 SummarN

| htN section hl,, &%c•rttwdour testing nc,.ult% for the wirceles% trterface• type Wtubtainettg(ot agreement
tvctwvecn implementation and simulation results In addition. we observed the foliowmg characteristcs. when testing

thc implementation

< kutitcast operation over M0)2. 11 intetrfaces has w-eral proble~ms that could not be addresed in the s(opr• of
this• contract. We list a few of the problems we discovered here. htrst. when a wireless node dec-ides to join a
gr-lup rt vw.ues an |GM.P join an itr- nto,-face. Every rowter in radio range that receive-, this message then
cre:teL a group meu hership I SA.so the router can distribute traffic to the sink, I ZheIGMPmecham was

deksigned ft.r wired networks in which many unnecessaryroutemr do rnot rec~eive the IGM!"jout. Second.
ntitticastr nutetng entrieswe-t€created tt)r wired trits~. the routtrg entry give% input and output mrterfaces for

a particular multicast group. When packets are handled like this on) a wireils nework. the roiting entry
Tes t p odrutps t interfaceb are the sarnen scig leadr to packets beng caught in routing inepn that replicat

packets untitl they reaich their mau "II.. Th~s iroll swamp ancatwork unless I"I'l •set tfuirientty iw (tht-;is
it hacr tdi make it werk vi r small networks) or A cach if t rterch noA that will rbe e•end t o sme pav kei t

CUsting multiple copies of |,myare on one physical machine caulse lag to~r each %irtual machnc: At~cessitothe
th a l time cltck is available to only one of the virtual machinep at t time,.s)time .n at a different rate tin the
other etmrtual machines shis caundo tme-:Tenheant dppiecation,. such &% the OSPF daemon1 tpq behave slower

thin norman

I his capabti ty to have mudb pu e OSPt reas within the same wireless network has bmt been impgemented.
llcaue the opecrfication or 2nter-area wsrehas ro'uting ha? not been definedm sn atl cf the testse the wistcle of

nethork co treated al a fngwl artah whplh is capable of connecting to other nSPF arrai Awwtrlees s etge

rcutcr cannot at this time be an area rirsthe router

des igntaid ftAtitt,.% tr n w ink-laycror in the physical laher of wurclenss r02r. d oh dnrivere th n LGuMo in. on. must
put the drotet in a enctisa wt catednn t mtxkr in molitoring mode. the dntry cag only receive otetwork packets
bat pairantmilr mutist g oup IWthle to paktse thal likthis cnpa wreless netwe rur. the mutinetypef
itnk-lavr ot tfcamottin, teat cs be pthes ded 1is olPI to pakt bigein-tg-cagnitin of a link the driverp can
prly mountir they radio noire mevel Ilf a wa i sinaurn of nluhc pei i s

ae aticwpate performkn forme adllntwonal oavcaopmen (is the w-retesas interface type drilng the ONR KSA p N(
cIV. : pnigrim Specific arcas of intereot onclude ophsitcmations for handling externae virAt an acknowcedgment

rc athaniim c.or a auhwt of LSA ilableong and adapthve protacol mechanisms (link s o s time runer internals, rtc )d
n thi work h o* treen sumitted a' the ae w I for hLonhideratton ((cnaet-ipagftoti-nant-her 05FFwareleas-Awerfacc-s t tMedg

10oban taiti so ln~ly rrrsi sephysc alyr of wiels 202. lb ' driverso inu Compneyus



6 DSC*P-bascd routing
(Our two main objectives in DS('P-ha%ed routing testing wvere to r(i) test the ability of the routers. to build I)SCP-

specific roues (i)t~ h hl\otcDC~ae otn 1rsion to interoperate with legacy routers,, andl (iii)

test the interoperahility of DSCP-based routing with DSCP-based scheduling.

6.1 Te%1 resulIls

'1 est narne- Muitinple )SCP parhs

Objectives: Confirni the czorrect pervatkin of unicas:. DS(1P routing and t~hat the proper route is Ccrat~d for each of
tour l)S(F' cridepoint,,

Equipment it~ed: Nine linux roiuter... two trafivicsurcegs and a traffic siwnk. and a htmeserver to 'výnchronvie all
the, clod.'. u'.ed in this te't The net wtork tirmiar ion is shown in Figure 61

6--W 1W M'4

lest procedurts: Fa-h of the roterN ,Aerc configured wit broadcast interfaices. l.ink metrics were ass;igned
,-o'.t accotding to die %alues found in'lab'e 6-I. All ro~uter interfazes not found in the table were ai-signed a cosit of
tine for all I)SCP value, I he cost assIognments were sttso traffic of DsCP type txc would be direcitedthrotirh
NIavc 1, typx (%S~ ihr-o-uph slave 2, t~pe (b0 through ..Jave3. and type OxO through qlavc4. Using MCJLN. Scooter

*en! tour tlovo; of t1)P traffic to Skinny. 1 he flows were acssiyncd !)SCP values 0%0. 004. ()xg. and Oxc.
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Router interface DSCP OxO DSCP Ox4 DSCPOx8 DSCPOxC
1 1 10 1 10

Datagram 2 1 1 " 1

0 1 10 1 10

Stnley I 1 10 10 10
2 10 1 10 to
3 10 1 1 10-I I-

Surplusl 0 1 1 10 1
1 10 10 1 10

MaOgw 0 10 1 1 10

0 1 10 10 10Siave1 i - 1
1 1 10 10 10

Slave2 0 10 1 10 10
1 10 1 10 10

Slave3 0 10 -0 1 10
1 10 10 1 10

Slave4 0 1 1 1 1
1 10 10 10 1
1 1 10 10 10
2 10 1 10 10

Apolbs 3 10 10 1 10
4 10 10 10 1

Table 6-1 Link metris assigned to routers in Figure 6-:

Expectcd onutome: Uneast data packet•, from Nourcv. scoolcr. to sink, skinny. should be routed via four distinct
pathN a'smgmned by the DSCP codepoints

Mlas rementu, data processing, and outeomer Network routing tables were perndicalfy dumped and the table--;
matched the expezted outt~me, I cpdump was run on the routers manager. surplu I. Iand siave I through 4 and the

.z' ! !•('P traffic wag being forwarded on the correct routers. In addition. hisure was run on Datagram and
Managet to test the rcuie on a single arra router and anr area border router All teost performed by Insure were

-lest name I)SCP intctopcrability

Objectises: Cenfirm the correct operation of unicast DSCP routing in a edge routing environment.

Equipment used: Eight I inux routers, one Cisco router, one traffic source, and two traffic sink. are connected in
the tormation of 1- igure 6-2
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N,W

IV ~ 401-11 19 l I I1 *AA^W Z 61

Fiue~i. util XI'P path 1etcnigrt
I ~ ~ ~ 3 52t Mrcdrs The rotr r ofgrdwt h aecssue nFgr - bv xette(iW s

routr'sintrfaes cn oly e asignd acos fo DSP Ox. Te Cscoroutr ws asiged te sme osttha
I~~~ataoram191" w2 1117""19.C ~xUigMGN kny etfurfoo UPtafc oSotr n al

route accodingto th DSCenabed. route t iple a Cpaths of s cl iu onftersat e ioin d

IMeasurmndt proceduesiTenouer and ucomfgued Nethther rae outinals usdieFgre p-1riodicallypdumped andthstale
routhed' ithrfaces can onlyome rcpumpe wa cst frn on each ofThe Cinuo routerws, ansgnd theore traficos w haten

to hed fons\ tese rssigers DbSC talest workd as4 plRannd.Oc

Exees d ouam om: DSPUniaopeacikits frxsihSkinny t uSc Pqhanemshtiherudvaa CPx ptsncte

Cbic oterdes: nofrth cuporret opaedroutiong ofUnicast DS'P routbnedinaakedg froutn enkirnmnytob when theliu
routerd accordeng tth SPenabled tr s PoutsO asic a 1Sp alue on l Lnon-SC rouvters. a omd

Measurpments usdat Thoeinetwork cofgurtcome isietical rotoingutbeswre peidcal-2.e n hetbe

malcedthpoedr: eCthe routels arconfiumwsred withc o the ae otsuxe inFiutre. and aboe rexcet trafc Ca4biscg
troutrer on teraes canouty ers assignedwre a cst fornndSC x. TcCsorue a sindtesm ott

'restagrame wasC asignted oerahSCPiqLAch ofitedLnu routQpaners erecniuennalw ieterc oe

ObjcPotines Canfirm sed witrractioporatoutr Thefollowing? proceureng wnas routngwenvalirnmentce wherte fi

Eonuipurednto broedc:sTh andethenrepeatodfigrtho all idnterface conFigured topon-t2oit

Teitprcetd utcoe: Th nest packet cofigrem wkinny the sacotershol erti usidinFigr 6-1C rboveexet the Cisco
roluter' nifccnolyb sidacs for 0s4. Oxii. anTxeo he Cisco router shoul appegnr tohe samt tos thatSP x vle

Measurements, data processing. and outcome: Network routing tables were periodically dumped and the tables
matched the expected outcome. Tcpdump was run on each of the Linux routers, and the correct traffic was being
formarded on thest: routris. This test worked as planncd

lest name: MlUltu-ar~ricaeration wungrP
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Objectives: Confirm I)SCP OSPFv2 functions correctly with multiple areas when interfaces are set to broadcast.
point-to-point (pp). non-broadcast multiple access (nbmal, point-to-multipoint (ptimp), and point-to-mulipoimt
multacast fptmpnmast).

Equipment used: Nine linux routems, a traffic source, and two traffic sinks are connected as shown ir Figure 6-

C~~~A 0~m -/ -

I 1 IM

Am 2

S-~~e ~ ~ A 3J qfPt~~C

Vt,

N ;, ," .Ii!,

f tgure 6 -. Afultuarea -.perawun siting (AV"P

"lest procedures: fhlc rlouttNr, Ut Fagutc 6- 3 were configured wtilt the DISCP planictcrs SIown iln Iable 6-I. All
interaces that are not shown were set to one for each of the four DSUP values 1leven virtual lincs •wcre configured
becau.,e Manager, MStnley, and Suplusl arc non-bc-ktbon area 4ordir routers (AliR. "|lie irtual link
,oi'figuration is sw)ho in Table 6-2.

SMGIUN was used to generate flour flows of CBR traffic from skinny to each of the sinks: Packet. labL) and
Set oter

Ibhi' ,arrme priocedure was performed on hiboadast. pp. n•ma, pimp. and ptnmpmeast

ABR Link End Points
[Stanley Slavel, Stave2, Manager. Surplus. 1
Manager Slavel. Slave2, Slave3. Slave4. Stanley, Surplusi
Surpls I Slave3 Slave4. Manager, Stanley

Table 6,2 Virtual hnti configured in Figure 6-2 3

Expected outcome: The summary I SAs exchanged between areas should enable I)S(CP-baLsd routingg to take
place betisecn the areas

Measurements, data protessing, and outcome- Network routing tables were dumped on each of the routers and
compared t. the expec led outcome. The routing tables were correct for each of the four DSCP values for each of the
5 anterface types Tepdump was run on the incoming interfaces of selected routers, and it was determined that the
correct trautf- was being forwarded on these routers In addition, Insure was run on Datagram and Manager to test
the ccke on a single area router and an area border router All tests performed by Insure were passed,

1est itame: Multi.-ara opturatiuning DS( r withnjiptcd'liemen -

Obijctixes: Confinn I)SCIJ' OSPI v2 functions correctly with multiple areas while some routers- have partial
i)SCF cotsts defined

Equipment used: 'Ilie niwrk ctntigutaiion is shown in Figure 6-3.
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Test procedures: The routers in Figure 6-3 -ere ccnfigured with the DSCP paranmeters s•wn in -fable 6-3. All
interfaces that are not shown were set to one for each of the four DSCP values. Entnes in Table 6-3 thai contain a
"-X' were not defined. Eleven virtual links were configured because Manager. Stanley, and Surplu,! are non-
backbone area border routers (ABR) The virtual link configuration is show in Table 6-3.

"Thii procedure was performed when interfaces were configured as broadcast and ptrnpmcast.

Router Interface DSCP Oxn DSCP 0x4 DSCP 0M8 DSCP Oxc

oat I 1 10 1 10
2 1 1 10 1

0 1 10 1 10

Sta1ley I 1 10 10 10
12 10 10 10

3 10 X 1 10

SurplusI 0 1 1 10 1
1 10 10 1 10

Manager 0 10 X 1 10

Slavel 0 1 10 10 10
I 1 10 10 10
0 10 1 10 10
1 10 1 10 10SIave2 -1 10 X O1 10

Slave3 0 1 1 1 11 10 10 1O 1

o 1 1 1 1-- - a 4

1 1 10 10O 10

Apollo. - 2 10 X 10 10
3 10 10 1 10
4 10 10 10 1

Table 6.2-3 Link merirs assigned to routers in Figure 6 2-3

Li~peeted outcome: Routing table entmes for L)SCP 0, t, and 12 should remain unchanged. Mny DSCP 004 route
that would have used link 192 168 5 0 or 192.169-3.4 should he rerouted and a DSCP 0x4 route to 192.1 6&..5.0 and
102 lh)( 3 4 shc,tild not be created

Measurements. data proccising, and outcome: Network routing tables were dumped on selelt routers and
compared ti, the expected outcome 'The routing tables were correct for each of the four DSCP values for broadcast
and ptmpn-kast.

I Is narne: I)S('P-_has•d mhulticast r;oting

Objectives: ( onfirm opcmativrn of MOSPF with DSCP.

Lquipment used: 1 he configuration shown in Figure 6-i was used to test multicast routing in a single area
contfguration

"e"It procedures: [)W4 P m,-trics were assigned to the link- in Figure 6- I per Table 6-1. All interfaces not
defined in the table were assigned a value 3f one for each DSCP Only broadcast interfaces were tested in this
,onfiivuration.

Multica-t traffic was onginated from Skinny using MGFMN. Multicast receivers, Packet Labl, and Scooter,
resoxnded to IGIMP queries. leading to the I nux routers onrginating group-membership-LSAs. Multicast traffic raS
tirst (,ripma:wd with no DS('P markings, and the routes taken were observed. Next. the multicast cache,; were
flushcd fioi, all the routers and the tests Acre repeated with Skinny onginating DS'P 004. Finally, this proccdurc
,aS repeated for i)SCPs Oxg and Ixc

IEpected outcome: I he presence of l)S('P-based metrics shoud enable the multicast tree to be built for a
partiLular ).S(CP value Figure 6-5 show% the multicast trees that should he built for each o.'the four DSCP metrics.
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DSCP t0) DSCP Wx

N-Qj S-C 3

-Air

Figure •- 5 Afutictta routing tree Air the fourDSCP-&ied Metricv

Measurements, data processing. iand outcome. Multica-4 routing cache emrnes- were dumped at each of the-
router-, and the routes matched the expected outcome and the inuhicast tree was correct. Tcpduinp wa,ý run on the
incorring tnterftcr, (if rejlected routers, and] the correct traffic was hetmg forwarded ont the¢•- tnmicr, Alo. each of
the miultircast Ninks received the multwcat data.

lol.Itst &a* 7: DIsCPht•'#_n . ticatt routing, with ._XC ItItiC*

Objectives: Confirm D%(P MfSPI, funetiong cofrectly while .some routem hae prtial DSCP costs &-fined

E'qutipmentusttd: 1he cimfiguratton shown~ lin F•igure 6- 1 was u•ed tOtest mixed metric muhticast routing ti a
sFrrle area donfiguratitn

Measturocetdurts:a n ge a otcome: M utia routing cahe ceotPparametes r w hrwe d m Tabe 6-4a All
otuterace that are rot shown were set et, one ted ou mte th tour DuS( P valt .t E ntria s cr ITcld 6p4 that contn a

-X'"* ery int definecd of|even virtual linkts, an r configrerd because Manager. Stanley. reo d Surpluter alorh-
backEuneiapeantoderrtttAR). I he virtual linkuroshosin f igua ed to st ixable meri uthisp roedtnre wai

pcrthrn-d when inter'aces were configured as broadcast
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"Router Interface DSCP OxO DSCP Ox4 DSCP Ox8 DSCP Ott
1- g " 1 10 1 10

Daagram 2 1 1 10 1

0 1 10 1 10

Stanley 1 1 10 10 10
2 10 1 10 10
3 10 1 1 10
0 1 1 10 1

Surplus1 1 10 10 1 10

2 1 1 1 X

- 0 10 1 1 10

2 1 1 1 X

Slvel 0 1 10 10 10
I 1 10 10 10

SIsve2 0 10 1 10 10
1 10 1 10 10

Sleve3 0 10 10 1 10
1 10 10 1 10

So 4 0 1 1 1 1
I 10 10 10 1

I 1 -10 10 10
l 2 10 1 10 10

Ap3los 10 10 1 10

4 10 10 10 1

Table 6 4 Link metric.% assigned to routers in Figure 6.2-3

pected outcome: Routing tahle entries for DSCP 0. 8. and 12 should remain unchanged. Any DSCP Oxc route

that would have used link 192 169 5 4 should be rerouted and a DSCP Oxe mute to 192.169.5.4 should not be

cre3!ed

Mleasurement,% data proeming. and antrome. Network routing? table'i were dumped on select routers and

.:ompared to the expected outcome The routing tahle% were cortect for each of the four DSCP % alues.

T"t name: Multi-area multicasi operation ,,ing DS('P

Objectives: Confirm DSCP MOSPI fL.nctions correctly with multiple area.s

Equipment used: Figure 6-3 displays the equipment configuration, with multwcast -iource. Skinny, and group

members. Packet. I.ah1. and Scooter.

test procedures: I[he network was configured identically to the Multi-jrea.9prajuiu uingJS$'P tcst

Eipeeted outcome: lkspite the fact that route summarization occurs across area boundaries, muhtcast routing

should take into account the DSCPI metric, in computation of shoriest-path trees. Figure 6-5 %hows the multhca"t
tre•e that should he built for each ot the tour M)C'P metricý-

Measurements, data procesing, and outcome: Multcait routing cache entries were dumped at each of the

route:s. and the routes matched the expected outcome and the multicast tree was correct. lcpdump was run on the

incoming interfaces of selected route-r, and the cortect traffic was beinm forwarded on these routers Also. each of

the multicat sinks received the multcast data The %ebt, were passed for each of the $ interface type%.

'Fest same: Wireless and 1) 1J' 0SPEv"

Objectie: Confirm intcroperability of Wircless (0Sl'Fv2 and D.TSCP routing (both Boeing mxoifications
operating simultaneouly)

I.quipment used: e will teuse the configuration shown in higure 6-2 above
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Tess procedures: The network will configured as in Figure 6-2 and Wirless OSPFv2 will be uscd as the routing
protocol 1 wo flows of CBR traffic will be sent from User 1 to User 2. One flow will be marked with DSCP type 2,
and it will be directed across the low bandwidth link, The other flow with DSCP 4 will be directed to the wireless
network Network connectivity will be vared to verify correct routing. Similar tests will be conducted with
multacast data and multicast routing

Mnesurements and data processing: Netwerk routing tables will be periodically dumped and post-processed,
and compared against the expected behavior. lcpdump wall be run on each interface and saved to a log file. which
wall be post-processed to extract the delivery ratio and end-to-end delay of the uaser traffic based on the DS.C•P type
In addition, the amount of overhead generated by Wireless OSPFv2 will be calculated.

Etpeeted outcome: ratfic lwith DSCP type 2 should take the low bandwith link when. it is m the up state and
transition to the wireless network when it is in the down state. I he network should be able to be able to obtain a
higher delivecry ratio than obtained in the Fl'c!teojen0us lNetwork when using only Wireles (SPFv2.

Sleit name: [)A( P_4nd (QSsche_¢duiliqjnwegra!ton

Objectives: Confirm interoperability between DS( P-based rowing and built-in Linux DSC'P-bdsed packet
(queue) schedulers.

FEquipment used: lhe test configuration of Figure 6-1 will be reused

"Test proýedures: U•er I sends four flows ofCBR traffic to utr 2. Each flow i- as;ignekd a different DS"P
value I ink metrics shall be arranged such that the different flows find different paths. In addition, certain 1)5CP
codepoints will receive preferential treatment in priority queues

Measireamenas and data process•ag: I|cpdwnp will be run on each interface and saved to a log fik-. which will
hc post-proceýssed to extract utilization statistics. and queuing priority. Network routing tables wilt be periodically
dunmped and postt-proces-d, and compared Against the twork emulation scenario

Espected outcome: Data packet% from users I to 2 will be routed via different paft according to their DSCP
cndeip,,nn In addition, we %hould observe flows with different )SCP codepoint. receivnag different srvice ini the

6.2 �ummarsw

tI his rctom haq described our testing results for the l)S( P-bascd dynamic routing We obsered the following
characteristticN %ien testing tie implementation

She I .!nux kernels used an testing were pat-ned to support all DMCP codepnt value, as described in
Secition 4 3 1 +li1 stock kernels that ship with the versions of'Redliat Limux that we used, along with the
latest kernel available from kernel org. still use TOS values for routing. limiting routing entries to eght
possible +10S alues Patched kernels allow all 64 possible MSCP values to be used for routing entries.

[he reuting suppo't in the kerrel for multicast traffic does not allow multiple multicast routing entries for
the sant So)urce and amulticast group pair. This i% a kernel limitation. not an implementation limitation.
"-I we did nt exqeriment with kernel extension% to support multiple enrincs per source and mulhicast

grofup pair

This implementation leverared levacy "it Is" fields an the OSPIv2 I Ss OSPFvI for lPvfidoes net support
these ficlds+, so DS( P-baed metric inqmiation must he dioseminatcd in additional ISAs (such as opaque I SA
typesi 1 unhierinore. it appears that mulhicast protocols must be extended to ue thiscapability IfMAMSP is not the
multicast protocol an use (specifically. PINt and ltMP may need modifications to support dififerent rou:iing based on
the DS( P value in the data packets.). "Therefore. while this implementation is a proof-of-concept implementation,
fuinht-r pTiti.col devel(opment wvirk i% needed ftr this capahility to be implemented in tPvf ort nulticast protocols
ither than Mt)SP-
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7 Demonstration results

7.1 Scope and objectives of demonstration

Our demonstration attempted to meet both broad program objectivesr and spccific gtechnical ohfctivex, in
demonstration scenarios that map to NBN operational concepts, as, described below.

7.1.1 Program objectives

1 het Boeing Composite Routing program does not focus on techr~ology development that covers all aw.pect-s of tie
broad operational goal% identified in the program solicitation, but our demonstration program was designed to
leverage off-the-shelf components in the areas not specitically addressed by the routing protocol implementation.
Table 7- 1 briefly describes how NI3N Composite Routing ove-rall program objectives were met by a combination of
off-the-shelf hardware and software components and the ncx% routing protocol implementation. and provides
pointers to later subsections. Sub-demor are decwribed in Section 7.3.

NBN Cm posite Ranting goal deiusrton concept R___ j~ -emo.an

*wireless OSPF interface type enables bandwidth- 1, 2.4. 5

(0) Anv onboird IP data routed to any ý_prainpnmlth1wireless network%
communicto ik(ncu'gln DSCP-based routing allows for dynamic polkcy 2
16) based on the latency requirementL !~) A I

Note: IP over I ink 16 not addressed by this program not
.- - ~ plicabic~

(ut automated network participation amobile wireless nodes join network via DHCP 4, 5'
ti-, leaving and joining a networ * DIC P authentication via RFC 311 IA4

wihno- manual ijaio)_____
*show compatibility of protocols with TACI.ANE2

(mii all traffic authcntiatcd using sooatsPewpt
either neiwork or application layer elrue escsatetctduigMS2 .4

0 host authentication and encryption via H-ost Identity I
Protocol 4

9 router cor~tains SN-conipatible MIR and us-er acent 12.3

* 1i61 autommted network management * SNM P clement maW~ o eiemonitorn 2, 3
and d&njinic bandwidth managemnent [* Not: Dynamic bandwidth management (above and not

-qn dyai rotig no . dic~ by thipojwýram apeal
7,di1, I Xadpptnv,(' fpreo4rani px to demonso'tration corncept% 5old foidi indicate.i main program .%oftharic

deeables

¶1.2 lechnical objeetiseii

I hL main te, hnical bjo'iesi the demnonstration include-

ut) dcemonitrate the correcitness4 (if the nciv routing pritocol implementation by dynamically changing the network

tm comp.:rc the performance (if the legacy ADNS rcutingp protocol ((OSPIh%2) against the new implementationm

ý ii ilusutrte hew~ rouicl-s based on our extencions can interopcrate with legacy eqwprncnt

(lur spe. itt technical objectives are shown in I able '7-2
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Technic)l desaswatera - I Sub-goal
-__ IA ub-demoj

Wireless OSPF dramatically reduces K

routing protocol overhead in wireless

Show operation of w irce me O S ?! M p olfrPsou i k t c n l g es( a elt . L s
extenionS10 in he.terogeneo-us netwoý(rk L!* iitiwd node (wireless and wired i-Ifa~ý u t~
environment it* multicasstcompatibiiitv with wireless OSPF 3

F bost and platformt mobility compatible wt JN .

* show load-balanicing of wuncast traffic, including Z
DSU-P-based dvnanatic routing can Imixed oj!ration with BGP routers
improxe Navy lead balancingr

*show multicasit operation (.%.SP)Il ) for notiona~l Link-3
- - -~ 4S~ipte xtenesion

0show interctierablithy with CuicoHGPl routers-
lnierperailas showwirlet and 1)5(7 extens.ioqs workng

Jabutnuaneous1'
ThbItc 7-.? %ummun- of technittal drrtninsranion gnalt

7.1.3 Mertrics

I he demnonstrat-on and experimems. were instnanented uo provide real-time or prowtpirocessed statis-tics on she
network pevfi'rmanee Mitch of the demonsntration was focuirditnodiplaying aramw capabiuttv, Isuch as Ittad
balanmingi rather than an imprivement on an existing capability, soý -Te did not hate a quantitatiVe metric vismoiated
with them Tablet-1 7.1 os the quantitative metrics that were measuredl during portiorn. of the dernown-ýtriioný.
described in Section 5.

Mfetrkc Deftabtas

tControl overhead :Number of centrol huit or packets (relating tot routimg protocol operation)
transmitted during the demonitration run,

Pa~ckt delivery rai Ratio of user data packets sent into she network to data packets received by the
desttination nodes____

'~{the time as which IPrtigs stable enough for data transfer to occur

JaM' ' .1 List of melt-u s mctisured in demonsinratuon anti eipernmennv

7.2 Integratedl TImted Configuration

lklo½t of the demon~strations described in Section 7.1 made use of the integrated testhed sthown in Figure 7-21.
dc..igned itos'how the following t-apabilittcv7

"* operation of avsreless interface type tin Actual wireless. networks; (uppovn for vaitous link technologies.,
mixed node operation, and niulticast operation)

"* operation of 1)SCP-based routing (including an oiperationally relevant DSC*P marking itrateg). load-
balancingt of' unicaq~ traffic comrpatible with 0(4' rousers. and multicaSit operation)l

"* automnated network participation (leave and joins

"* sratliit auhtfirtication and seturity

* ttiit0iiiAIitd ueW'li n iIAii~sgeiwnt

* nwcrtperabihwit with leracy rottser., and between the wireless and IlSCP extensimons

N.'scnihr f1. 2061 Italic K oft4K ite ueingtCompany



figure 7.! provides a notional representation of the demonstration. The demonstration tesibed highlighted 11'
networking between ships, over satellite links and via ship-to-ship wireless networking. Specifically, the
demonstration highlighted the notional concepts of preferential dynamic routing of JCA traffic over Challenge

Athena (in the presence of in-line encryptors), range extension of L.ink-16 over the A[)NS system, and multihop
wircless line-of-snghtbcbyond-line-of-sight (LOSI.LOS) networks supporting host and platform (ship) mobility.

•',• .. AM S

Figure Integrated tetbed notional concept
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Key, Kv: fkcl
S• lBoeift rtdfr-('lee.isc rotrfle acrypeor Jt A traffic

Cisco router route generator
P'Etitrnet redstritton f

"*-n..se, serial RSW4
- Traft sour-e/sink--..... .1 wel1 Nmkm~fp

CA ibrele

wirYless2b wirels

S tw** k emulator

sikp I si

-t:n 3a.
*'Z Ain. S

ADNP ADNS it5 ADNS

suirritsate - surrogate

em -- I~eac peoe

110w 1obit; #l Bib sownAk

traffic s traffic sink

-'-- F,,,I Traffic|

wfretne subitiI virveks wharie 2

hIga, r 7 2 Intn-rati) itethbed equlmr•nl

I iguwi 7-2 illustrates how the notional concept in Figure 7-1 was instantiated. 'I he following equipment was part
fthile dem•onstration lcsthed

* Linum router. inut routcrs contain one or mire wired or wircle•s ineerhacs., &An a miodiied )SPvl-2
routing daemon Wired iinerfaces were either Ether•ne or serial RS-449 (pont-ft-pomn)t Wireless
interfaces were cubeithr 142l(i or an IEthemet interface plugged into the wireies• nctwork emulator. A%anlcW n-f <,niptites were use-d as routers, including ID€ll Poweru~dtg ratckmount servers. lell Optpiplex
dekltp%. eu'aom-huih PK'*, laptop&. and iPAQ handheld computers.

* Cico router. We used twi (isco Mobile Access Router (MARI routers running OSPFvZ and KIP%2.
* Satellite simulator. We used two Adti-h SXý I I hardware link emulatoirs with RS-44Q interfaces
"* "1 raffl ourcea/sIakw. I wet were Iinus - ,isad wokstWatitons running traffic generation utilitics such as

NIIt - MNId-N aund ll'tasd video carmrera, or dis-play programs, JCA trffic wIas represented by a long
runningv 1 transfce

"* (2P 'urrogate. I he enhanced (2P in the future will permit Link-lb tracks tobe camed over AD)NS\', IP
intriitructure- uingmulticast routnig -or demonstration purpose. we did riot end iensor tracks but

,.t-xnih- .1 I l;1 Page 14 off414 "kt-lirinp Company



* intead used multica'a wideo from a single source (ship 1) to multiple receivers (ships 2 and 3) &% a
surrogate traffic type.

* Encryptor. Our original plan to use TACLANE encryptors was no longer feasible since the demonstration
location changed to San Diego. However, we constructed IPsecc based gateways that are functionally
tquivalent to TACLANEs, using Linux IPsec. TACLANIF Release 1. 1 supports IP Type-of-Service (TOS I
bits bypass. and the DSCP field is a redefinition of the TOS field.

* Wireless network emulstor. We used the Boeing Synthetic Network Environment (SNE)' as the. wireless
emulator. The SN!: runs a mobile ad hoc emulation script that emulates the connectivity of mobile nodes.
When two nodes are deemed to be out of radio range from one another in the emulation, the SNE block;
packet reception from one another respectively. The SNE is based on HRL's mocbiemu tool.2 and has been
extended ito also support bandwidth limitation and packet errors or (determ-inistic or statistical) losses. 'I he

mobility scripts are created through the usc ofC l4s ssenario generation toot (part of the ns-? Internet
simulator) and can be run at different speeds to effect different mobility.

7.3 Demimitration conduct

We cc-nducted final prog ram demonstration on September 18, 2M31. in Building 91 at SPA WAR SSC-SD. The
dcinonnraiov consisted of fivec %ub-derni. [h' le fir.,[ was a focused demionstration of wireles~s routing (Section
T,3. 1). followed by several demonstrations usin~g the integrated routing testbed (Sections 7 3.2-7.3.5) showing bo~th
wireless routing ritd DS4(P-based routing in the context of NBN operations..

7-3.1 Wireless routing demonstration (Suab-demo 1)

This demonstration was a foctrsed comparison of the performance of the new wireless interface type for 0SPFv2

with that of the legacy Point-to-Multipoint interikie type.

7.3.1.1 Objective and expected results

porcration of legacy 0SPFv2 over multiliop, wireless networks requires contiguration of the interface into Point-

to-mutt irouint mo(de. rhos mode of operation leads to high overhead because of the requirement to maintain an
adjacenry pair- wise btetween nodes

Me wireless inierface type reduce% the amount of overhead used to distribute routing information. In Point-to-
\lultirptnt miode (the only other OSPFv2 configuration appropriate for a wireless multihop subnct), each router

nust formn an adjacency Ai th every other router. Because every router mut t'n~ a full adjacency and synchronize

its database% with every other router in Pointi-to-MulItipoint mode. the -ve-he2 grows at an exponential rate as miore

nodes are added to the'vnetwork Furthermore, traditional OSPIF use% a reliable flooding algorithmn to distribute link

state ail% ertiscme-i,t WS5 As) through the network. In contrast, the wireless interface type does not require full

adjacencies betwt-eni rnutert, and uwe' an optimized, unreliable flooding algorithm for efficient I %A distribution.

When usini! the: wircle-s interface, we expected up to an order of magnitude reduction in the amount of overhead

gcnietatcd Iw-hen compared to the Potnt-to-Multipointf mode). without a significant decrease in the packet delivery
ratin performance

7-3.1.2 Liperiment equipment and configuration

I he experiment requires the use of 16 routers and a network emulator. R4ather than use 16 physical routers. we
used 16 virtual route-r%, each hosýted on is physical router using the VMware product for virtual machine hosting.

SpecrAficall). four physical machines hosted 16 virtual routing processet, as if there were four physical machines

prcsent lor each actual machine. I he tiSPI conifiguration was that of&a single subnet (single area. single

autonomnous system)

I he nietwork emulator 4 Boring Synthetic Network I1nvironnient-.SNI-- decnctbed in Section 4) provided an

emulated niullihop radio) en% ironment based on a prcconfigured mobility script. We used a centralized version of

the CMUadtor. supported h-, 16 F-ast Ethernet ports on a linux-based bridge. The mobility wcripts were designed to

*/hoine,.Y and W Ui. "An Integrated Environment foirlestint' Mobile Ad Hoc Netwo~rks,."Pric-eedtnr-is of A(C

Ai.Wtbix- Oodncrerce. 2(X)2. (Available on-line at http- www%-wins4 hirl~coim~porlefyg7'Piipets 'mnbihfw(1h htmil)
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suitably stress the routing protocol. Although the routers were connected via Ethernet to the wireless emulator, the

router interfaces were confgured as either Point-to-Multpoinh or wireless OSPF.

"To test the ability of ihe routers to deliver uss traffic, each node generated a UDP packet and sem it to each other

node in the emulation, once per second. Assuming this is a minimal 10 byte packet, this resulted in a rough

maximum of 16"15"(40 + 10)*8 = 100 Kb/s of traffic generated. The bandwidth of the emulated wireless channel

was not artificially restricted by the emulator,

Fi gure 7-3 illustrates the equipment configuration. In addition to the Linux routers and the emulator. we used an

additional display to provide -isualtzation of the demonstration

S(16) d Each router run- OSPF

and sends data traffic to
cverv other router

Multiple virua! ma"chtnes
h.rited on single physical
machine (I virtual machines) Wireless network emulator

(modified Ethernet bridge)

Figure 7-i( Demon ,uration configuratuon for wreness netwovrk emulator

73-.1.3 Demonstration procedures

Prior to the dcnKurLstratiou+,we generatted 120-steiond mobility scnaritos for tie test configuration The tinst

demonstaltion consisted of operation in legacy OSPF (Point-to-Multipoint mode). The OSPr daci•ons were first

started on each router. Next. the emulation script was executed Following completioa of the emulation, data was

,gathcred from each router, processed. and the results visually displayed After finishing of the Point -to- Mulhipnint

confiruration, the OSPF daemrons were restarted in wr-elss OSPF mode, and the above demonstration was re-run.

7-3.1.4 Metrics and daa colleetiom

I tic tmo nietncs that were displayed were Tputinffq~tnrQýl Qo.rkgtd and Vasgkt-dfqivtrY %C10-to

R+uttg prot:ol L�viqjlcad c. -tints all OSPF packets sent into the channl. including a breakdown between unicast

and multicast link layer flames Dhe overhead was determined by counting the total number of bytes and packets

sent during the emulation, divided by the number of seconds of emulation. The number of packets sent was counted

on c'tch node uming tcpdump and shell and Pert scripts Specifically, during the conduct of the demonstration, each

node performed a tcpdump on packets sent on its wireless interface- Upon the end of emulation. the tcpdtimp

terminated and scnpts automatically ran to post-process the packet dumps and extract the desired statistics. These

statistics w•erc queried for from the master emulator, which displayed them in a graphical thermat,

Packet deliver' t•¶o wa.s defined as the t.nal number of packets successfully received by the routers, do. ided by

the number sent. Packetc sent into the network were either be delivered successfully. or were dropped due to a lack

of route to the destination, or were dropped due to a lovs on the link L-ath rmuter kepf'court (if the number of

packe- that it received fronm each of its peers. At the end of the emulation, the master emulator queried each node

for the pat ker reception counts, and displayed the results in a graphical foirmat.

713.1.54 Demonstration results

As ciocted, we observed that the overhead performance of wireless 0SPF was between that of O SR and •siPI-

with Po'nw-t,-MNhiltipoit interfaces In our 16-node demo. we obsersed roughly 16 Kb's of overhead for 01S•R. 55

Khb of overhead for wireless OSPF. and 9.2 Kb's for OSP? Point to-Multipoint The packet delivery was slightly

hwbher ft'r wirecls, (ISPF-- also expected During the actual demonstration, one unexpected result was that the

wireless (aSP) overhead was higher than whai we had observcd the previous day, and higher than what we had

observed in simulations After the demonstratton, we tracked this discrepancy to a bug in the implementation and

fixt-d it Section 1-2 abo-.c showts t&e results of our final imp!ementation testing.
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7_12 1 W'P and wireless routing integration (Sub-demo 2)

I his demonstration was designed to show the operational benefit of 1ISCP-capable dynamic routing, and to show
the intcgratio|n of the DSCP and wireless extensions it OSPF,

7-1.2.1 Objective and expected results

We expect to show the following restilts with thicz d',monstration:
* DSCP-based dynamic routing alIow. for load balancing across iatellite links with asymmetric bandwidth.

in a manner that allows for dynamic failover to alternate paths should the primary path for a class of tratlic
fail:

* flS( P-ied routing is interoperable with DS( P-based packet cheduling on conges.ted links: and
* DSCP-based routing and wireless OSPF extensions arc intcroperahle.

We A-ll repeat our demonstration conducted at SPAWAR in May. 2003, with three extensions. "the
demonstration in May showed how JCA traffic could he priority routed over notional Challenge Athena links, and
that fallback paths were in place to route (and priority schedule) the ICA traffic over line-of-sight wireless links if

the satellite connectivity to a particular ship completely failed. The three extensions to this demonstration arc as

1ii 'Ae will illustrate successful operation ofithis capability through in-line packet encryptors;

(it) we will show succesiful "mixed-mode" operation using AS-external ISAs (a feature that was not
implemented in May. 2003); and

I ti% "e will replace the point-to-point link between ships with an emulated wireless mulihop network.

7.3.2.2 Experiment equipment and configuration

Wc will ue the sub-;et of the integrated demonstration configuration (Figure 7-2) shown in Figure 7-4 As Figure

"7-4 iflusirates., the demonstration will require six Boeing routers (additional wireless routers may be added sa

virtual machines), two (icvo routers, three encryptors. and six traffic sources and sink.. The links will be composed
Of U thernet segments. two satellite simulators. six serial RS449 connections, and a wireless network emulator.

.,L., t m) l., 10..(10Ti,. Cnpi~flo -nmnnvtv
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eLifor en pfor

traficin traffic sink

k igure 7- 4 D'm~onýtp anonl configuration fir WISladgireless Routing Integration.

The friahines will be coinfigured as follo~s.
"* JCA traffic sources and sink%. 1hese Linux imchines will generate long-running TCP connection--

flowing from the JCA source to the JCA sinks on each -ship. The TCP connections will be marked with a
selected I)SCP value.

"* Traffic source and sinks. These l inux machine-, will generate and consume test traffic, with DSCP values
different from the value used for JCA traffic,

"* Network management. T his Linux machine will also serve asa network management workstation with a
graphical depiction of the network topology.

"* Fncryptor. These Linux machines will perform packet encryption similar to TACI.ANFi eneryptors.
"* Wireless network emulator. Thi., machine will provide emulation of a multihop radio environment.
"* Satellite simulator. 'Ihese machines will provide delay and bandwidth emulation between routers.
"* Csco routers. I hew. router% will connect the ICA traffic source to the rest of the network using BGP and

roule redistinbution int ()SPI.
is Linux routers. TIhese routers will be the focus of the demonstration. Each will run an instance of'OSPI

routing with D)SCP?-based and Wire less extensions The DSCP extensions will permit the setting of link
mctncs en a pcr-DSCP basis. thereby influencing the packet flows for different DSCP classes. The
wireless extenisions will operate efficiently over the wireless multihocp, network. In addition. standard Linux
traffic controls will permit prionty queui .ng techniques on the basis of DSCF.

~ ... ,...* uviP, i ~~1 Al Tbý. oeini' ('omriaflv



7.3.2.3 Demonstration procedures

All otthe Linux-based OSPF processes will be configured to operate in Thmixed-mode" operation, which means
that they will be able to compute DSCP-enahled routes despite the presence of non DSCP-capable routers (Cisco) in
the path 1 he following steps will ke taken to set up the demonstration:

tit configure the packet encryptors for encrypted tunnels UJCA source to JCA sinks), and configure the encryptors

to pas.• the DSCP value through to the tunneled outer IP header:

6i0 configure traffic sources to generate flows with desired DS)CP values:

tim) configure link metrics on Linux-basd routers to preferentially route emulated JCA traffic over Challenge
Athena links, and other traffic over SilF links, with fallback routes via ship-to-ship links.

i tv) configure priority queuing on satellite interfaces such that ICA traffic is served at higher priority than other

traffic when the qjeue ii% congested: and

(v) configure the wireless network emulator to provide a multihop wireless environment.

I he demonstration will first illustrate the correct rotting (load balancing) of JCA traffic and other traffic. Next.
the Challenge Athena satellite link will be brought down to ship I. and JCA traffic will be rerouted ito the SHF link
to ship I Next, the S51F link to ship I will be brought down, forcing the JCA traffic to be rerouted it ship ?, and via

the wireless network to ship 1 .- The satellite bandwidth io shtp 2 at this point will be oversubscribed, with the result

that JifA traffic will receive higher priority over the congested links. The satellite links will be restored in reverse
order, with the resulting routing recovering to the original state

7.3-2.4 Metrics and data collection

fhe tci-athed wil; be instrumented with packet sniffing proces.ws (tcpdump) on key interfaces in the topology.
Using these tools, in combination with a graphical utility for displaying DSCP-based traffic flows on an interface
(shown in Figure 7-5). we can display the operation of the protocol in real-time, and will verify the correct routing
by insection of packet traces

time flow

Ds~ulr 0 4 a 12 16 20

*pack~s ss o ih f7
nines (I•s) ZIG . . 4.544

Figure 7-5 Laualhatfln of iraftic flow on a link, hased on DSCP value
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7.3.3 Liak-16 range extension (Sub-demo 3)

This demonstration is desiricnd to show the operational benefit of multicast DSCP-capable dyniamic routing, in the
context of future use by enhanced Command and Control Processors (C2P) used for range extension of Link-] 6
networks over ADNS.

7.3-3.1 Objective and expected results

'I he NBN "Battleforce Compuisite Networking" program is building a Link-l16 range extension capability, to
enable Link- 16 tracks to be sent to other enhanced Command and Control Processors (C2P) over the ADNS svstem~
Since the prototype (21's with 1II interfaces are not yet ready, we will use surrogate C,1N (iLinux computers with a
multicasi applicat~on) ftor this demonstration.

A kc% component ot this system will be the use ot~oS capabihtwes in Cisco routers to handle this high priority
traffic flow. In o~r demonstration. we wil! show how DSCP-based multicast routing can help to preferentially route
traffic along certain network paths

7.3-11.2 Experiment equipmnent and configuration

We %ill use the subset ot the integrated demonstration configuration (I-tgure 7-2) shown in I-igu'-e 7-tv. As hgiire
7-6 illustrates, the demonstration will require six Boeiiig routers (additional wirelesst routers may be added via
virtual mauchint's), and four traffic sources and sinks. The links %rill be coniposed of F thcrnet wegment,;, two %altellite
Simujaitorv. six serial RS449 connection~s. and a wireless network emulator. The emulated C2P machines are
connected ito ADNS r',uiers at the (maional) Secret level.

Ke :
WButing router

*.....serial RS449 7. Network managemenst

Ia ,l~~wreless ** *.*.
met% ark emulator 

AD___
ADNS ------------- ---------------- ------- ADNS
ship I ship-n 2

ADNS ((2P

suntugate ship 3 surrogate surrogate

figure' 76 "),'r o o~fgrvi o link MiRange Iiten~sion."

Rhe machinces will he configured as foillows:
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"* tIP surrogate. t hese are Linux machines running video software (video serves asa surrogate for l.ink- I6
tracks), The C2P surrogate on ship 2 will originate multicast video datagrams. marked with a specific
DSCP value, that will be delivered to the receivers on ship I and ship 3.

"* Network management. This Linux machine will also serve as a network management workstation with a
graphical depiction of the network topology.

"* Wireless network emulator. This machine will provide emulation of a multihop radio environment.
"* Satellite simulator. These machines will provide delay and bandwidth emulation between routers-
* Linux routers. rhcw routers will be the focus of the demonstration. Each will run an instance of OSPF

ruting with DSCPI-based and wireless extensions The DSC? extensions will permit the setting of link
nmttncs on a per-DSCP basis, thereby influencing the packet flows for different DSCP clas&se. The
wireless extensions will operate efficiently over the wireless multihop network. In addition. standard linux
traffic controls will permit priority queuing techniques on the basis of DSCP.

7.3-33 Demonstration procedures

The following steps will be taken to set up the demenstration:

m zonfigure the Ct2P surrogate application to generate flows with the desired DSCP value:

hii) c•orfigute link inctir. on linux%-ba%.d routets to piecrenitially routc iii.,lated C2P tiaffic fiist o'er wircles-

links, then second over Challenge Athena links, while other traffic off ship usei SHF links:

(ut# configure the wireless network eiL.lator to provide a multihop wireless environmntt.

I he dcmonrstration w•ll first illustrate the multicast traffic using the nmulthop wireless network for video

distribution Next, the link from Ship I to the rest of the wireless network will be broi.en. At this point. multicast

frame- will additionally flow a•ver Challenge Athena links to Ship I.

"1J.3.4 Metrics and data collection

the rested will be znstrumrenrcd -with packet sniffing proces". ltcpdump) on key interfaces in the topology, and

l)SCP traiTs. minor lil such as showeii axme in Figure 5-3. This demonst, ation is more a demonstration ofcapability

iather than pertormance rmetrics so no s•pcitic performaice metrics will be collected for this experiment
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7.3.4 Mobile platform (Sub-demo 4)

fhis demonstration is designed to show the operational goal of mobile platforms being supported by wireless
O(SP routing,

7-3.4.1 Objective and expected results

1 his demonstration will show a mobile router with an associated subnet roaming from one network to another A
host on the mobile platform shall communicate with a fixed node in the infrastructure. The router detects when it

enwrs the new subnct, configures its new [P address (obtained in an authenticated fashion by DHCP), restarts or
recontigures the OSPi" daemon, starts advertising the attached subnet in its new wireless subnet, and data transfer

starts flowing again betwcen the host on the mobile platform and the host in the fixed infrastructure. The purpose is
I w how wireless OSPF can support transit operation of mobile platforms.

7-1.4.2 . Experiment equipmeant and configuration

We will use the subset of the integrated demonstration configuration (Figure 7-2) shown in Figure 7-7. As Figure

7-7 illustrates, the demonstration will require five Boeing routers in the fixed infrastructure, and a number of
physiv-ally mobile routers' One mobile router will be hosting a subnet with a Linux traffic source and -;ink, which

can talk to hosts on each of the notional ships. Other mobile routers will include PDAs and laptops with 802 1 lb
interfadces The links wuill be composed of two 80?.l lh subneLs. Ethernet segments, and a wireless network

emulator
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"* Wireless network emulator. This machim will provide emulation of a nmiutihop radio environmen.
"* Satellite simulator. Thes machines will provide delay and bandwidth emulation between routers.
"* Linux routers. I here will be a number of different Linux-baqed routers Mi the demontstration, including

Dell rackmount and desktop servers, laptops, and PDAs (Compaq iPAQ). each running an instance of the
wireless OSPF daemon. In wireless subnet I, the fixed router will also serve as a DtICP server, and the
mobile platform will run DHCP client software.

7?.43 lDemonstration procedures

To set up the demonstration, we will configure devices on wireless subnets I and Z. including 302 1 lb channels,
IP addressing, and routing protocol daemons. On the mobile plaform, the wireless muter will advertise rcachebiblty
to the IP su•bnet hosting the traffic source. The wtred/wireless, router on subnet I will be configured to serve as a
t)lN( P %erver

The nmobhllc platform will ititate a lmgn-running data transfer with a traffic sink onship 2. Net, the mnbile
platform will be taken out (of range of wirrle"i sdbnie I (cither ph)yically out of range orby recnfigur~ng the
802 11 b char.nel of operation), and into range of.-ubnct 2, 1he router w11 acquirea new IP address in an
authenticated manner, using cryptographic techniques for DllCP ltund in KFCR 3113' Upon obtaining new IP
contiguration for the new wireless subnet. the router will b-gin to adverise reachability of the •ubnet. and the data
transfer between the traffic source and sink will resume once the routing converges.

7.3.4.4 Metrics and data collectioa

The key metric for this demonstration will be r•!•xqponvcrgencinms. defined ate tic fithmn which the
mobile router acquires a new IP addrces to the time at which IP routing is stable enouij for the data transfer it
tesumc Weý will cstimate this by conducting tcpdumps on key interfaces in the topiology, which will titneslamp the
'ignific-int etent'ý in thi' dem(wistration

'R l-oms and k Arn,,ugh, "Authentication ot l)llt'P Message,,- IntlernetReqt, in• ot('ment, [tfC 3l118,

Juni•t 2001. available (n-line at http :ww ietfergrfc'rfrllt18 txt
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"73.5 Host joining and authentication (Sub-demo 5)

I his demonstra:ion is de.;igned to show the operational goal of mrohile hoqts being supportetl by wircle-s OSPF"

routing and authenticated DM(CP. and how data traffic can be authenticated and encrypted on an end-to-tnd bais.

73.5.1 Objective and expected results

Ihis demonstrarion will show a mobile router with an active TCP connection to a host in the fixed infraotructure.

•, it changes subnets. readdresses iti interface, and continues to use its TCP connection with the remotc host despite
the readdre~sing. This demonstration combines the wireless OSPF routing with the Host Identity Protocol (HIP).4 a

propiosl under consideration at the IFTI- as a new approach to host mobility, multihommng. and authentication Ihe
purpose is to show how wireless OSPF can he used in a network context that allows for hosts to join networks in an

authenticated manner, with all traffic encrypte,:

73.5.2 Experiment equipment and configuration

1 his configuraton (shown in Figure 5-6) is essentially the same as shown above in Figure 5-5, but with a mobile

host (wireless laptop) used in place of a mobile platform. As Figure 5-6 illustrates. the demonstration will require

five Hoeing routers in the fixed infra.strucure. and a number of physically mobile routers. One mobile router will

als,• be a host that talks to a hcst on one of the ships. Other mobile routers will include PDAs and laptops with

902 1 lb interface•. The links will be composed of two 802.1 lb wbnets, Uthernct segments and a wireless network

emulator
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73.53 Demolstration procedures

lo set up the demonstration, we will configure device. on wireless sulbets I and 2. including 8021 lb channels.
IP addreising. and routing protocol daermons- The wirecdwircless router on subnet I will be configured to serve as a
Dl ICP server.

The mobile host will firN initiate a data connection to a host on ship I or 2 using the Host Identity Payload (1IP).
1 h- will consist of a HIP protocol handshake, based on public key cryptography, that will establish session keys for
the TCP connection to u IPsecc encryption. Ncxt, the mobile host will be taken out of range of wireless subnet I
(either physically out of range or by reconfigunng the 802.1 lb channel of operation), and into range ofsubnet 2.
"Ahe host will first acquire a new IP address in an authenticated manner, using cryptographic techniques for DHCP
found in RFC 311 8. Upon obtaining new IP configuration for the new wireless suhnet. the host will next signal to
the corresponding host (using HIP Readdress protocol) that it has changed its IP addries. The HlIP protocol allow"
the rcrmote host tc. authenticate the wireless ho ýt and confirm that the host is indeed the same hos hut at a difTerent
address After this handshake, encrypted communication between the hosts will resume

"73.5.4 Metrics and data collection

Ihis demonstration is focused on illustrating the capability of using IIP. in conjunctiorn with wireless OSSPF
iout•ng. to purfnn .secwue host mobility ii a tactical cnvironniclt. The correct operation of HIP will be observed by
inspection of data transfer windows on the laptop and fixed host
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8 Summary

Our NBN Composite Routing program has delivered modifications to the standard OSPFv2 routing protocol.
After first conducting a simulation trade study of routing protocol alternatives for future NBN networks, we decided
that OSPF modifications would speed the technology transition of mobile ad hoc routing protocols to commercial

products We have studied under simulation, specified. and implemented extensions to OSPFv2. and have validated
the implementation performance in lab testing and demonstrations. The results of this research program are

prom'sing, and we are working with other groups to attempt to standardize such protocol extensions.

3.1 Technology transfer directions

We expect that OSPFv2 extensions would be used by a future Navy if they were made available in commercial
proiducts, such as Cisco routers and rrFR radioirouters. The main focus of our ONR KSA FNC Block 2 program is
to transition a wireless iiterface capability to Cisco routers and DSCP-based routing extensions to TIRS radio
software. Additionally. standardization of such extensions would facilitate more vendor acceptance. We plan to
support standardization efforts under the Block 2 program.

8.2 Future work

%,' 111 inrpate that the following topic- will he the subject of futire work in this effort, under ONR KSA FNC
Block 2 program:

quantifying projected performance in future expected operational scenarios, including the haudling of

similar quantit-es and type-s of internal and external OSPF LSAs found in Naval afloat networks.

c, identifying key parameters to study for sensitivity analysis.

ispenifinfs, ho% the etrn-sins %could be folded into OSPFv3 for lPv6.

recommending how the extensions fit into the overall QoS framework for the Navy, including use of

network nanagement and OoS policy management tools such as Cisco QoS Policy Manager.

studying extcnsions to PlM or source specific multicast pro,i,,.:als to enable dynamic policy based routing

based on DS('P or other similar mechanisms:

studinmg possible extension, to or use of OSPF. IS-IS, or EIGRP to solve scalability concerns relating to

the cro(ss-connect of different A(iRs.

"combining routing protoco' exter•sons with MPLS and OSPF traffic engineering extensons; and

consideration of interworking issjcs for more seamless joint operations.
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